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The Active-Target Time Projection Chamber (AT-TPC) was recently built and commissioned at the National
Superconducting Cyclotron Laboratory at Michigan State University. This gas-filled detector uses an active-
target design where the gas acts as both the tracking medium and the reaction target. Operating inside a 2T
solenoidal magnetic field, the AT-TPC records charged particle tracks that can be reconstructed to very good
energy and angular resolutions. The near-4r solid angle coverage and thick target of the detector are well-

suited to experiments with low secondary beam intensities. In this paper, the design and instrumentation of the
AT-TPC are described along with the methods used to analyze the data it produces. A simulation of the detector’s
performance and some results from its commissioning with a radioactive “Ar beam are also presented.
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1. Introduction

Experiments using low-energy beams of radioactive ions from ac-
celerators such as the recently completed ReA3 linac at the National
Superconducting Cyclotron Laboratory (NSCL) at Michigan State Uni-
versity [1] present a special set of challenges. The usually low intensity
of these beams requires a detector with a very high efficiency, while
the low beam energies of 0.3 MeV/u to 6.0 MeV/u preclude the use of a
thick solid or liquid target. One detector type particularly well suited to
these experiments is a time projection chamber (TPC) used in an active
target configuration. The main innovation of the active target design
over a traditional TPC is that the detector gas also serves as the reaction
target [2]. Since a reaction can occur anywhere within the detector’s
active volume, these reactions can be measured over a continuous,
broad range of energies as the beam slows down within the gas volume.
Because the reaction products emerge from within the tracking medium
itself, very low energies can be measured, and the vertex of the reaction
can be determined on an event-by-event basis. This method allows
detection of reactions at low energy with a solid angle coverage close
to 4z and without compromising the target thickness, as opposed to a

passive target where the thickness has to be reduced enough for the
reaction products to escape. In addition, excitation functions of cross
sections can be measured with a single beam energy since the vertex
energy can be reconstructed for each reaction.

To take advantage of this technique, the Active-Target Time Pro-
jection Chamber (AT-TPC) was recently constructed and commissioned
at the NSCL. The AT-TPC is a full-scale version of the Prototype AT-
TPC [3], a half-scale model that has already been successfully used
in a number of experiments [4-6]. Since the design of the full-scale
AT-TPC is quite similar to that of the Prototype AT-TPC, which has
previously been described in detail [3], this article provides only a
brief description of the detector that mainly serves to highlight the
improvements made upon the prototype design (Section 2). Instead, the
majority of this article is devoted to a description of the data analysis
techniques (Section 3) and simulations (Section 4) developed for the
AT-TPC in addition to some results from the detector’s radioactive
beam commissioning experiment (Section 5), which measured resonant
proton scattering on “6Ar.
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Fig. 1. A schematic view of the AT-TPC. The outer shielding volume was made transparent
in this image to make the details of the inner volume more visible. Beam enters the detector
through the beam duct at the right-hand side of the image and moves toward the sensor
plane on the left. Some components of the digital electronics are shown mounted on the
downstream end of the detector (see Section 2.4).

2. Detector design

As stated above, the design of the AT-TPC is similar to that of
the half-scale Prototype AT-TPC [3]. The most important differences
between the two detectors are the larger size of the full-scale AT-
TPC, the improved sensor plane design, and the addition of a magnetic
field. These improvements are discussed below along with a general
description of the AT-TPC.

2.1. Overview

The AT-TPC consists of a cylindrical active volume of length 1m
and radius 29.2 cm surrounded by a larger concentric shielding volume
(Fig. 1). The active inner volume is filled with a gas that provides
scattering targets for the reaction and a tracking medium for the charged
particles. The choice of fill gas depends on the experiment since it
must contain the target nucleus of interest, but the detector has been
successfully tested both with pure gases (including hydrogen, helium,
isobutane, and carbon dioxide [7]) and with gas mixtures (including
He + CO,). The gas pressure is adjusted based on the incoming beam
energy and the gas properties to give the desired particle range in
the detector; it may be set to any value up to atmospheric pressure.
The outer shielding volume is filled with an insulating gas such as
nitrogen.

The dimensions of the detector were determined by the available
space inside the large-bore solenoidal magnet in which it is installed.
This magnet, which is capable of producing a field of up to 2T at
the center of its bore, was designed for a medical magnetic resonance
imaging (MRI) machine and was moved to the NSCL from TRIUMF
after being used for the TWIST experiment [8]. The AT-TPC is mounted
coaxially on rails in the center of the magnet. The longitudinal magnetic
field bends the trajectories of the emitted charged particles in order
to determine their energies and aid in particle identification. Another
direct benefit is the ability to track particles over longer paths, and
for those that stop in the gas volume, to measure their total range.
This ability is enhanced by the larger size of the full-scale AT-TPC as
compared to the half-scale prototype.

The uniformity of the magnetic field is assured by the AT-TPC’s
central location in the solenoid, far from the fringe field regions. A
calculated map of the axial component of the magnetic field inside the
magnet is shown in Fig. 2. The total variation of the field inside the
active volume of the AT-TPC, as indicated by the white rectangle, is
only 20.42mT, a fluctuation of 1.1 % compared to the value of 1.908 T
at the center.

66

Nuclear Inst. and Methods in Physics Research, A 875 (2017) 65-79

50 2.4

25 2.2

_ 2.0
5 0 1.8 |:"\‘
- 16

-25 1.4

1.2

-50 1.0

-50 0 50 100 150

z [cm]

Fig. 2. Calculated map of the axial (z) component of the magnetic field within the bore
of the solenoid. The center of the sensor plane is located at the origin. The boundary of
the active volume is indicated with a white rectangle.

A uniform electric field is produced inside the active volume by
applying a potential difference on the order of 10*V between the
cathode located at the upstream end of the cylindrical volume and
the anode at its downstream end. To ensure that the electric field is
uniform, the wall of the active volume is surrounded inside and out by
a field cage consisting of 50 concentric ring-shaped electrodes spaced
19.05mm apart. The inner rings have a radius of 28.1 cm, while the
outer rings have a radius of 31.1 cm. The rings are connected to each
other and to the anode and cathode by a chain of 20 MQ resistors that
gradually steps down the voltage between each ring, establishing evenly
spaced equipotentials for the electric field. An additional voltage on the
order of 500V is applied to the ring closest to the sensor plane to account
for the distance that the sensor plane projects out from the downstream
end plate.

To check the uniformity of the electric field, an electric field cal-
culation was performed* using Garfield [9]. As discussed by Suzuki
et al. [3], Garfield is limited to two-dimensional geometries, so the elec-
tric field cage was approximated in two dimensions using a collection of
infinite wires. The result of the calculation is shown in Fig. 3, where the
uniformity of the field in the drift region is apparent. This conclusion
is supported by the lack of visible distortions in recorded tracks, even
when particles travel near the edges of the active volume. Finally, the
region closest to the rings, which will have the least-uniform electric
field, is not seen by the sensor plane since the sensor plane’s diameter
is 1.2 cm smaller than the diameter of the inner field cage rings.

The beam enters the active volume through a 3.6 pm thick, 25.4 mm
diameter aluminized para-aramid window at the cathode end of the
detector and travels through the gas, ionizing it. The ionization electrons
are transported by the electric field from where they are produced to the
anode end of the detector, which is composed of a sensor plane equipped
with a bulk-fabricated [10] Micromegas device [11]. The signals from
the sensor plane are then read out by digital electronics mounted on
the outside of the flange enclosing the active volume. These front-end
electronics boards are connected to the sensor plane via feedthrough
boards that isolate them from the gas volume. The absence of cables
between the sensor plane and the front-end preamplifiers simplifies
the assembly of the electronics and greatly reduces the noise. This is
discussed further in Section 2.4.

2.2. Sensor plane

The sensor plane consists of a circular printed circuit board of radius
27.5 cm covered with 10 240 gold-plated triangular electrodes, or pads.
The pads are arranged in a hexagonal inner region of 6144 small pads
with height 0.5 cm surrounded by an outer region of 4096 large pads
with height 1.0 cm (Fig. 4). The inner region of half-scale pads provides
a finer resolution near the reaction vertex, which will generally occur
near the central axis of the detector. Larger pads are used instead in the
outer region to help keep the total number of channels reasonable.

4 F. Montes, private communication.



J. Bradt et al.

120+ b
1o} .
100+ 1
9ot 11900 -
: ooo— :
80r - 95000 = 1
= 90000 0
70k R 85000 2 i
= 80000 =
75000 : ¢
= 60 : 70000 . 1
9, H B605s R 2
N 20T B %o00g H i A
T 55666 T H
50000 |
40 = 45000 L
- 40000 = 5
30t e B -
T > 0000F %
201 \: Y 1
10} o = |
N i
ot 5000 4
0
10ty L L L L L L L L L L L L L L L =
| o U = = N N O W & > 00 0 O O N
w o o o 0o o o o o o o o o o o
x [em]

Fig. 3. Equipotentials of the electric field in a cross section of the AT-TPC as calculated by
Garfield. The cathode is at the top of the figure, shown with the corona ring that prevents
discharges between it and the wall of the outer volume. The rings appear as small circles
along the left and right sides of the figure.

The triangular pad shape was chosen to maximize the spatial reso-
lution of the detector. When a charged particle track crosses a series of
adjacent triangular pads, the amount of charge deposited on each pad
is staggered. This staggering pattern changes significantly with even a
small change in the orientation of a track, allowing a greater sensitivity
and better angular resolution.

This pad plane design provides a vast improvement in spatial and
angular resolution when compared to the design used in the Prototype
AT-TPC. That device uses a sensor plane with 253 pads laid out as
a set of segmented rings (see [3, Fig. 5]). While that design allows
binary events to be reconstructed to a reasonable precision in the smaller
volume of the Prototype AT-TPC, the 10 240 pads of the full-scale sensor
plane permit a true three-dimensional event reconstruction for arbitrary
reactions. Additionally, the design of the full-scale AT-TPC allows for
the possibility of eventually constructing a modified pad plane with a
hole in the center. Recoil nuclei could then pass through this hole and
out of the detector through a flange in the downstream end plate. The
AT-TPC could then be used in conjunction with device such as the S800
Spectrograph at the NSCL to identify the recoil nuclei.

The Micromegas device installed on the sensor plane consists of a
micromesh supported by insulating pillars at 122 um above the pads.®

A potential on the order of 100V to 1000V is applied between the
mesh and the pad plane to produce a region of high electric field just
above the pads. When ionization electrons drift into this region, they are
multiplied via an avalanche process and produce a detectable signal on
the pad located directly underneath the avalanche. Since the distance
between the pad plane and the mesh is very small compared to the size
of the pads, the signal induced by a given ionization electron is usually
confined to one pad only.

The gain of the Micromegas depends strongly on the size of the
gap between the pads and the mesh. This gap should be very uniform
thanks to the bulk fabrication process used to install the mesh on the
sensor plane [10]. The uniformity was tested by applying a 3V pulser
signal to the mesh and recording the signals induced on the pads. The

5 S. Aune, private communication.
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Fig. 4. Layout of the pad plane. The inset shows a closer view of one corner of the
hexagonal inner region.
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Fig. 5. Relative pulser signal amplitude across the sensor plane.

amplitude of the signal induced by the pulser on a given pad depends
on the capacitance between the mesh and the pad, which is inversely
proportional to the local mesh gap. The amplitude also depends on the
preamplifier gain in each channel, which was set to 120 fC. The signal
amplitudes were normally distributed with mean 457 bins and standard
deviation 32 bins for the small pads and mean 1547 bins and standard
deviation 143 bins for the large pads. The gain is larger for the large
pads since it is proportional to pad area, so the signal amplitude in
each channel was then renormalized to 1 by dividing the amplitudes
from each group of pads (large and small) by the mean amplitude
within that group. The resulting normalized amplitudes are shown on
the sensor plane in Fig. 5. Aside from a few malfunctioning channels,
the signal amplitude is quite uniform across the sensor plane, and
more importantly, the variations that do appear are generally randomly
distributed aside from a faint asterisk-like pattern that coincides with
boundaries of different readout electronics cards. This indicates that the
variations in amplitude are more likely due to natural variations in gain
between channels in the electronics than due to variations in the mesh

gap.
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Fig. 6. Illustration of pileup separation using the tilt angle. (a) In the standard configuration (top), a particle enters the AT-TPC, and the ionization electrons drift along the beam axis.
When a second track enters the detector, it is collinear with the first track. In the tilted configuration (bottom), the electrons freed by the first particle drift in a direction that is not
parallel to the beam axis. The second track is then separated from the first. (b) An example a-« scattering event with pileup. The second beam particle is not collinear with the first due

to the detector tilt.

The gains found by this method can also be used to calibrate the
recorded signals to a uniform gain, but this was not done in the analysis
presented below since the effect is quite small.

2.3. Tilting the detector

The AT-TPC is normally coaxially centered within the bore of the
magnet, but the detector’s support carriage is equipped with a small jack
that allows the detector to be optionally tilted by 6.2° with respect to the
central axis of the solenoid. Tilting the detector can be advantageous for
two reasons. First, the tilt angle projects the beam track onto more pads
than the few located at the center of the pad plane, thereby increasing
the detector’s sensitivity for small scattering angles. Second, it allows
a better separation of the pileup tracks that occur when several beam
particles enter the chamber during a single event since their tracks
will no longer be collinear (see Fig. 6(a)). Due to these advantages,
the detector was used in the tilted configuration for the simulations in
Section 4 and the commissioning experiment in Section 5.

The detector tilt does, however, complicate track reconstruction
since in the tilted configuration, the electric and magnetic fields are no
longer aligned. This means that the ionization electrons no longer drift
parallel to the beam axis, but are instead deflected by some amount in
the x and y directions as defined in Fig. 7. This will be discussed in
Section 3.1 below.

2.4. Electronics

The AT-TPC is instrumented with digital electronics developed by the
Generic Electronics for TPCs (GET) collaboration [12]. This equipment

68
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Beam

Fig. 7. The coordinate system used in the analysis. The x and y directions are defined
by the geometry of the sensor plane. The z direction points upstream, placing the sensor
plane at z = 0. The detector tilt angle 7 is also the angle between the electric and magnetic
field vectors since the solenoid is aligned with the beam axis. It should be noted that this
system is left-handed.

provides a fully digital data acquisition system that is capable of
digitizing and recording the full trace for each of the 10 240 channels in
the detector.

The electronics hardware is divided into a hierarchy of several
modules (Fig. 8). At the lowest level of the hierarchy is the AGET
chip, a custom ASIC that controls the sampling and shaping of the
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Fig. 8. Schematic view of the GET electronics system. For clarity, only one AsAd is shown, but in reality, 40 AsAds are used to instrument the AT-TPC.

signals and compares the signals to a threshold to generate a channel-
level trigger. The AGET amplifies the incoming signal with a variable-
gain charge-sensitive preamplifier and performs pole-zero correction. It
then stores samples of the analog signal in a switched capacitor array
(SCA) which acts as a circular buffer [13,14]. Each AGET can read out
64 channels from the detector in addition to four fixed-pattern noise
channels. The fixed-pattern noise channels are structurally identical to
the physics channels, but without inputs [13,14]. This allows the data
to be corrected for low-frequency electronic noise.

The AGETs are mounted in groups of four on AsAd (ASIC Support
and Analog to Digital conversion) boards. In addition to the four AGETs,
each AsAd board houses a four-channel, 12-bit ADC. When a trigger is
issued, the ADC digitizes the sample outputs from each AGET chip and
transmits them via a serial link [14]. Between triggers, the ADC digitizes
and transmits the multiplicity signal from each AGET integrated over an
adjustable-width sliding time window.

The input end of each AsAd board is attached to an isolation circuit
that prevents sparks in the detector from damaging the electronics, and
this assembly is then mounted on the downstream end of the AT-TPC as
shown in Fig. 9 and connected directly to the sensor plane. This design
was chosen to minimize the distance that analog signals must travel
before being digitized, reducing the capacitance and potential noise in
the data. The mean noise level across the system was quantified at 972
electrons by taking the standard deviation of the baseline signal from
each channel using a gain of 120 fC. The noise level in each channel
is plotted as a function of printed circuit board (PCB) trace length in
Fig. 10. These traces link the pads to connectors on the back of the sensor
plane that couple to the AsAd assemblies, and the traces vary in length
due to the complex routing pattern required to connect 10240 pads
to 40 connectors. Fig. 10 shows that longer trace lengths are generally
correlated with higher noise levels, but this dependence is not especially
strong.

While it provides a low baseline noise level, the direct connection
between the front-end electronics and the sensor plane also means
that the AsAd assemblies operate inside the high magnetic field of the
solenoid during experiments. However, this application was accounted
for in the design of the GET electronics system, and tests have shown
that the performance of the system is the same with and without the
magnetic field.

The top level of the GET electronics hierarchy is the CoBo
(Concentration Board). Each of the AT-TPC’s 10 CoBos is connected
to four AsAd boards. When a trigger is issued, the CoBo collects the
data from these boards, applies an event time stamp, and builds the
event [14]. It then sends the event over a 10 Gb/s fiber-optic link to a
network switch to be distributed to a cluster of computers for storage.

Fig. 9. A photograph of the fully instrumented AT-TPC mounted inside its solenoid
magnet. The 40 AsAds are mounted directly on the downstream end flange in groups
of two, surrounded by copper shielding.
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Fig. 10. Noise level in each channel as a function of the length of the PCB trace linking
each pad to the front-end electronics. Longer traces and larger pads tend to be associated
with more noise.
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To keep the CoBos synchronized, an additional board called the
MuTAnT (Multiplicity, Trigger, And Time) distributes a global time
stamp and manages clock synchronization across the system [14]. The
MuTAnT board is designed to collect all of the running multiplicities
and hit patterns from the CoBos and combine them in various ways to
generate a global trigger. The most straightforward method consists of
simply summing the multiplicities to generate a trigger when a global
threshold is reached. This is referred to as a Level 1 trigger. Other
more complex trigger decisions can be used that involve matching a
predefined pattern of hit channels (a Level 2 trigger). In the data and
tests presented in this article, the MuTAnT board was not yet available
due to its delivery schedule; therefore, the trigger was performed
externally as a logical OR of each CoBo’s multiplicity (see Section 2.7).

2.5. Data acquisition

The AT-TPC is read out by a custom distributed, digital data acqui-
sition system. As described previously, the ten CoBos are connected via
a high-speed network to a cluster of ten commodity desktop computers.
Each of these computers runs a data router program developed by the
GET collaboration to record the data from one CoBo. Distributing the
data over ten computers greatly increases the throughput of the system,
which is important for a detector that can produce up to 11 MB of raw
data per event in full-readout mode.

The system is controlled by the Electronics Control Core (ECC)
server, which was also developed by the GET collaboration. This soft-
ware reads configuration parameters for the CoBos and MuTAnT from
an XML file and uses this information to set the appropriate registers on
the boards and establish communications between the boards and the
data routers. The ECC server is also responsible for starting and stopping
data taking on the CoBos.

To make this complex system easier to control for experimenters,
a web-based graphical user interface was developed at the NSCL. It
presents an interface that allows the user to choose which electronics
configuration files to use, configure the electronics, start and stop runs,
and monitor the system. The web application format was chosen since
it allows easy remote access to the data acquisition computers, which
must sit close to the AT-TPC in the experimental area. This interface
communicates with the ECC servers through standard web protocols.

2.6. Ion chamber

A small, cylindrical ion chamber was constructed and inserted into
the beam line just upstream of the AT-TPC. The chamber is 5cm long
and contains 5 thin foils mounted at equal intervals along the axial di-
rection. The foils are 25.4 mm in diameter and consist of approximately
400 pg cm~2 of aluminum evaporated on a plastic substrate. The outer-
most two foils are grounded and serve as entrance and exit windows,
while the inner three foils establish equipotentials for the electric field.
The drift direction is parallel to the beam, and signals are read out from
the center foil, which is kept at high voltage.

This ion chamber serves two purposes. First, the energy loss data
from the ion chamber can be used to help separate the desired beam
particles from contaminants. In the commissioning experiment, the
resolution of the ion chamber was sufficient to separate the “°Ar nuclei
of interest from the 0K contaminant arising from g-decay (see Fig. 11).
Second, the timing signal from the ion chamber is used to prevent
the AT-TPC from triggering on events that are not correlated with a
beam particle and to establish an absolute, global time reference for
each event that corresponds to when the beam particle entered the
active gas volume. The data from the ion chamber is digitized using
a 12-bit flash ADC VME module and recorded using a separate DAQ
from the main system. The two DAQ systems were synchronized using
a common sequential event ID during the commissioning experiment
presented below, but in the future, the systems will be synchronized
using a common timestamp output by the MuTAnT board.
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Fig. 11. Ion chamber spectrum of a subset of events from the commissioning experiment.
The ion chamber was able to separate the *°Ar nuclei from their **K daughters and a nickel
contaminant.

2.7. Trigger

When not using a MuTAnT board, the GET electronics can be
triggered externally by a signal based on the number of hit pads in
the detector and a beam trigger. Each AGET outputs a multiplicity
signal which is derived from the number of channels in that AGET
that are above some pre-set threshold amplitude [14]. The multiplicities
from each AGET are collected by their controlling CoBos to produce a
CoBo-level multiplicity signal. The CoBos then compare their summed
multiplicity signals to a CoBo-level multiplicity threshold and output
a trigger signal if the summed multiplicity is above threshold. These
trigger signals are then collected from the 10 CoBos and combined using
a logical OR operation.

In addition to the multiplicity signals, a trigger signal is derived from
the ion chamber output. This ion chamber trigger is then delayed and
compared to a coincidence window which was opened by the CoBo
multiplicity trigger. If the delayed ion chamber signal falls within this
coincidence window, a trigger signal will be generated and distributed
to the 10 CoBos at that time. The trigger is based on the delayed ion
chamber signal to ensure that the trigger timing is always constant with
respect to the arrival of the beam particle into the AT-TPC, rather than
the delayed time of arrival of the drifting electrons. The latter is highly
dependent on the trajectory of the charged particle emitted during the
reaction, and therefore it does not provide a good timing reference. This
reference is essential to establish the relationship between the measured
time of the signals and the position along the drift direction of the
electrons. This relationship is then used to deduce the absolute position
of the tracks in this direction.

2.8. Pad configuration

The GET digital electronics system allows the readout and trigger
attributes of each channel to be set individually. In particular, when
configuring the electronics, one can choose whether each channel
should be read always or read only when it registers a hit. Additionally,
the contribution to the global hit multiplicity can be enabled or disabled
on a channel-by-channel basis, and the threshold and preamplifier gain
for each channel can be set independently. These features are essential
in the low-energy domain covered by the AT-TPC where both the beam
particles and reaction products may be stopped in the detector, and
an internal trigger must be generated to select only events in which
a reaction occurred.

A graphical configuration tool has been created to set these readout
and trigger attributes for each pad and write them into the configuration
file that is used to program the electronics. The pad region correspond-
ing to the incoming beam track can then be excluded from the trigger,
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Fig. 12. An example trigger exclusion region used for “He + *He scattering. 100
accumulated beam-like events are shown in shades of blue, where darker colors indicate
that more charge was deposited in that pad. The pads outlined in black were excluded
from the trigger. The shape of this region is the result of the detector’s tilt with respect
to the magnetic field, as described in Section 2.3. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

as shown in Fig. 12 for the case of “He + “He scattering. The gain of
the electronics is also tunable at the channel level and can be used to
eliminate or mitigate saturation effects in regions where the density of
ionized electrons is much higher due to a larger energy loss, as is the
case in the “®Ar(p, p) example described in later sections.

2.9. Efficiency considerations

As stated previously, the AT-TPC has a very high theoretical ef-
ficiency with respect to the angular distribution and energy of the
outgoing reaction products. In practice, however, the efficiency of the
detector is limited by several factors. The most significant limitation
comes from pileup events where multiple beam particles enter the
active volume during the time window of a single event. Although
these can in principle be identified and separated when the detector
is tilted (as discussed in Section 2.3), this was not possible during the
commissioning experiment since the beam tracks could not be recon-
structed reliably. Therefore, any pileup events had to be discarded. For
the commissioning experiment, 61 % of the dataset consisted of single-
particle events, although this value depends entirely on the properties
of the beam.

A secondary limitation on the efficiency is the dead time of the elec-
tronics. Any triggers that arrive while the GET system is busy recording
an event are rejected, leading to missed events. The GET electronics
were live 78 % of the time during the commissioning experiment, where
the average event rate was approximately 10 Hz.

A final limitation on the efficiency is imposed by the choice of
trigger exclusion regions as discussed in Section 2.8 above. The effects of
these regions on the efficiency can be understood through simulations.
These simulations were performed for the trigger regions used in the
commissioning experiment, and the results are described in Section 4.3
below.
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3. Data analysis

Extracting physics results from the data recorded by the AT-TPC
requires a multi-step analysis process. This process involves reconstruct-
ing three-dimensional tracks from the electronics signals, cleaning the
tracks to remove noise and pileup, and fitting the tracks using a Monte
Carlo algorithm. An overview of the analysis process will be presented
in this section.

3.1. Track reconstruction

The first step of the analysis is to reconstruct three-dimensional
tracks from the recorded signals. The time-domain signals are converted
to a set of discrete points (x;, y;, z;) with associated peak amplitudes a;.
Given the high granularity of the pad plane and the low occupancy
of the events of interest (only a few tracks are expected per event),
it is reasonable to assume that each pad is activated only once in a
particular event. The (x, y) coordinates for a particular channel are then
the centroid of the corresponding triangular pad, and the uncalibrated z
position is the time corresponding to the center of gravity of the largest
pulse recorded by the digital electronics. The amplitude of the signal
is calculated by comparing the maximum of the found peak with the
baseline signal just before it.

The reconstructed data must then be transformed to change the
z coordinate into a distance unit. If the detector is not tilted, or the
magnetic field is not on, then the ionization electrons drift along the
electric field lines and the transformation is simply given by

v, T
f

where v, is the constant electron drift velocity in the detector, T is the
time bucket index (which corresponds to the uncalibrated z position),

@

zZ=

and f is the clock frequency of the electronics.

If the detector is tilted with a nonzero magnetic field, on the other
hand, the transformation is more complex. In this case, a vectorial drift
velocity must be used to compensate for the additional drift in the x
and y directions. This drift velocity vector can be derived from the
Langevin equation that describes the motion of an electron with mass m
and charge e in the detector gas [15]:

(2)

mdY — oE+vxB)— v,
dt T

Here, E and B are the electric and magnetic field vectors, v is the
electron’s velocity, and 7 is the mean time between collisions. This
differential equation has a steady-state solution [15]

HE

- [1?:+m(1?:><1§)+w272(1?:~1§)1§].

3

Vp

Here, v, is the drift velocity vector, @ = eB/m is the cyclotron

frequency, = = mup/eE is the mean time between collisions, and

u = er/m is the electron mobility in the gas [15]. These values can

be combined to show that uE = vy and wr = (B/E)vp, so Eq. (3) can
Up

—1+(§UD)2 (ExB)+(L0p) (E~1§)1§].

The values of the electric and magnetic field magnitudes E and B are
then measured experimentally, and the drift velocity magnitude v} can

be rewritten as

Vp = [ﬁ+ %vD 4

be found empirically or from a calculation or a table. In the coordinate
system shown in Fig. 7, the electric field is E = EZ and the magnetic
field is B = B [sin(é,)ﬁ+cos(6’,)2] for a tilt angle 0,, so Eq. (4) can be
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simplified to yield the following components:

Up B .
vy = — = (Eub)smé, %)
1+<EUD)
Up B 2
v, = —2(EUD> sin 6, cos 6, (6)
l+<§v )
EUD
2
v, = U—D2 [1 + (%UD) coszé’,] . @)
1+<§UD)

These components of the drift velocity vector can then be used to
transform the raw, uncalibrated data recorded by the digital electronics
into a calibrated coordinate system where all three coordinates are
spatial and the tilt angle has been accounted for. The following relations
are used for this calibration:

v, T ®
X =Xy— —
Oy
_ vyT ©
Y= 7
i (10)
7

Here, T is the ADC time bucket, f is the clock frequency of the elec-
tronics, and (x, y) is the position as projected onto the pad plane. This
transformation assumes that the location of the sensor plane corresponds
to time T = 0, so any offset caused by a delay in the electronics must be
subtracted from T before transforming the data.

3.2. Noise removal

The reconstructed tracks generally contain some noise points and
structures that need to be removed before fitting. There are generally
two types of noise present in the events: uncorrelated, random points
from channels that were triggered by electronic noise, and correlated
structures of points created by cross-talk in the electronics. The uncorre-
lated points are easily removed by using a neighbor-counting algorithm
to eliminate points that have too few neighbors inside a small radius.
The correlated noise is removed using a procedure [16,17] based on the
Hough transform [18], a line recognition technique commonly used in
image analysis and computer vision.

When processing the spiral-shaped tracks produced by the AT-TPC
in a magnetic field, the center of curvature of the spiral is first found
using a version of the Hough transform that is modified to find circular
structures [19,20]. The center of curvature is used to ‘“unwrap” the
spiral into a series of parallel line segments in the space of track arc
length vs. z. These line segments are identified using the ordinary Hough
transform, and points that are not near an identified line segment are
discarded as noise. This process is illustrated in Fig. 13, and it will be
described in detail in a forthcoming publication [17].

3.3. Monte Carlo fit

After noise removal, the tracks are analyzed by using a Monte Carlo
fitting method to find a complete set of parameters describing the state
of the tracked particle at the beginning of the track. The particle state
is parameterized in six dimensions using the location of the reaction
vertex (xg, ¥, zo), the initial kinetic energy (E;), and the two angles
describing the orientation of the particle’s initial velocity with respect
to the beam axis (6, ¢). Fitting begins by generating a large (N ~ 500)
set of possible sets of parameters from a uniform distribution. Each of
these candidate tracks is then simulated by propagating the particles
using the Lorentz force and the stopping power of the detector’s fill gas
as calculated by SRIM [21].

Instead of explicitly simulating interactions between drift electrons
and the gas, the amount of primary ionization is estimated by dividing
the energy lost by the tracked particle in each time step of the simulation
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by the ionization potential of the gas to produce a charge. Lateral
diffusion of the drift electrons is modeled by dividing this charge
between a central point and 8 outer points spread in a circle around
the central point at 45° intervals. The radius of this circle is taken from
the standard deviation of the electron diffusion distribution

o= \2Dt,

where ¢ is the total drift time, which is proportional to z, and D is a
diffusion constant that is determined empirically. The central point of
this simulated diffusion distribution is given 40 % of the total charge,
and each of the 8 outer points is given 7.5% of the total charge.
These values were based on a two-dimensional normal distribution with
standard deviation ¢. Each of these points is then projected onto the pad
plane using the drift velocity vector found by the process described in
Section 2.3. As discussed in that section, propagating the charge along
this drift velocity vector accounts for the lateral drift produced by the
non-parallel electric and magnetic fields resulting from the detector tilt.

The response of the electronics to each of these diffused points is
then simulated to produce a simulated signal for each pad. The signals
are produced using the function

Gua (1 )38—3(t/s) sin (5)
Gelec. NADC Cnorm s s

where G, is the Micromegas gain, g is the amount of charge deposited,
Glec. 1s the gain of the GET electronics, Nypc = 4096 is the number of
ADC bins, ¢ is time, s is the shaping time of the electronics, and Cpo, =
0.044 is a normalization factor that rescales the time-dependent part of
the function to have a maximum amplitude of 1. In the commissioning
experiment, the shaping time was 280ns, the electronics gain was
120fC, and the Micromegas gain was taken to be 500.

The tracks are finally compared to the data using an objective
function containing contributions from the track’s position, its energy
loss profile, and the location of its vertex. The position component of
the objective function is a simple least-squares comparison between the
track generated by the Monte Carlo algorithm and the track measured in
the experiment. The generated track’s x and y components are linearly
interpolated as a function of z to give continuous functions X%(z) and
J(z). These functions are then evaluated at each of the measured track’s
z positions and compared to the measured x and y values. This gives the
expression

an

flg.n) = 12)

2 _
pos —

, (13)

1w [%z) = x, 12+ [5(z) -y, 1P
2 z

Opos

where N is the number of data points in the measured track, and o},
is an expected deviation. This deviation was chosen to be 0.5 cm since
that is approximately the amount of uncertainty introduced by taking
the (x, y) position of each point to be the centroid of the corresponding
pad.

The energy component of the objective function is produced by
projecting each generated track onto the pad plane as discussed above
and comparing the resulting hit pattern to the measured hit pattern. This
gives a function of the form

2
1 AA ) (14)

2 _
Xen Nhit hit pads O'gn
Here A represents the total charge deposited in a particular pad. The
normalization constant o, was chosen to be 10 % of the maximum value
of A present in the measured track. This value was chosen based on
the pulser measurements shown in Section 2.2 which demonstrated a
variation of approximately 10 % in gain between channels. The sum is
taken over all pads that were hit by the measured track, and Ny, is the
number of such pads. Limiting the sum to pads present in the measured
event helps the fit converge when parts of the track are missing since
otherwise ;(ezn would have an unbalanced contribution from all the pads
that are present in the generated track but not the measured one.
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Fig. 13. Removing noise from an event using the Hough transform. The top two plots show two projections of an event after noise removal. Points that are identified as part of the
track are shown with filled circles, while the noise points are marked with empty circles. The bottom left plot shows the Hough space calculated for the event; peaks in the Hough space
correspond to lines in the data. The bottom right plot shows the four line segments identified in the arc length space.

The final component of the objective function helps constrain the
reaction vertex to be near the beam track:
(XO - xbeam)z + (yO - ybeam)2

2
Overt

Hiert = as)
This is a simple quadratic constraint on the (x, y) location of the vertex
that imposes a penalty on the fit if the vertex is not near the beam. The
parameter o, can be tuned as needed to control the stringency of this
restriction. A value of 7.1 mm was found to work well for this dataset.
In experiments where the beam track is not visible, such as the “°Ar(p, p)
example shown below, the beam is assumed to lie along the z axis of the
beam-centric coordinate system used in the analysis, 50 Xpeam and ypeam
are taken to be zero.

The complete objective function is, then, the sum of these three
components:

2_ 2 2 2
= }(pos + Xen T Xert: (16)

Once all of the candidate tracks have been simulated and compared to
the data, the one with the smallest value of the objective function is
selected. The parameter space is then re-centered around this point and
shrunk in each dimension by a fixed amount. This process is repeated
several times until the results converge around the best-fit solution (see
Fig. 14).

This simulation-based fitting technique is necessary because the
tracks cannot be described by an analytic function. In low-energy ex-
periments with the AT-TPC, the reaction products are typically stopped
in the active volume of the detector so that the range of the particles
can be measured. In a magnetic field, this produces helices with a
radius of curvature that changes in accordance with the Bragg curve-
shaped energy loss profile of the tracked particle in the gas. This is
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Proton energy [MeV]

T T T T
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Fig. 14. Energy values sampled by the Monte Carlo algorithm while fitting one event.
Each 500-sample iteration of the code is visible as a large-scale block in this plot. Similar
plots can be made for each of the other fit parameters.

quite different from high-energy experiments where the proportion of
the initial energy that is lost to the gas is negligible and the tracks can
be described quite well as circular helices.

One limitation of this method is the large amount of computation
required to simulate the 103 to 10* candidate tracks needed to fit each
event. This was addressed by using multi-core processors to simulate
the candidate tracks in parallel, reducing the runtime by up to an
order of magnitude. Further improvements in runtime were achieved
by analyzing each hour-long experimental run separately on a computer
cluster, allowing many runs to be analyzed simultaneously.
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Fig. 15. Results of a convergence study for a simulated proton track that was fit using various sets of Monte Carlo parameters. Subplots represent different numbers of points T per
iteration. Within each plot, rows represent the reduction factor R, and columns represent the number of iterations /. The number in each cell represents the percentage of the 1000 trials

run for each set of parameters in which the optimizer converged to the correct minimum.

3.4. Checking convergence

The Monte Carlo algorithm described above does not include an
explicit test for convergence, so the parameters of the fitter must be
chosen in such a way that convergence is likely. There are three main
parameters that control the convergence of the fit: the number of
candidate tracks T generated per iteration, the number of iterations I,
and the reduction factor R by which the parameter space is compressed
after each iteration.

The values of T and R must be chosen carefully to prevent the fitter
from converging to local minima. Much like in the process of simulated
annealing, it is important to reduce the size of the parameter space very
slowly and to sample as many points in the space as possible on each
iteration. The main limitation on T is the available computing power,
and the value of R must be balanced with the value of I to control the
width of the parameter space at the end of the fit.

If the parameter space has a width 4X,, along dimension X at the
beginning of the fit, the final width in that dimension will be

AX = (4X)R!. a7

This gives an estimate for the uncertainty of the fit result in each
dimension. This final uncertainty can be reduced by either using a larger
value of I or a smaller value of R. Additionally, if a good initial estimate
of the parameters is known, the size of the initial parameter space can
be made smaller, reducing the number of iterations needed to achieve
the same level of convergence.

The values of the fit parameters were optimized by fitting one
simulated event repeatedly with a number of sets of fit parameters. The
results of these fits were then compared to the known correct answer
and labeled as “correct” if they were within a tolerance of 10 mm in
each dimension for the vertex position, 100keV for the initial proton
energy, 5° for the azimuthal angle, and 2° for the scattering angle. The
proportion of correct results for each set of parameters was calculated,
and these proportions are shown in Fig. 15. The results suggest that
the Monte Carlo algorithm is most likely to converge to the correct
minimum when 7T is large and R and I are chosen such that the
parameter space is slowly compressed over many iterations.

The set of parameters used to fit the “*Ar(p, p) data is listed in Table 1.
Note that this is not the same set of parameters as the best one identified
in Fig. 15. The parameters from Table 1 were chosen as a compromise
between quality of fit and computation time; increasing the number of
iterations from 20 to 30 to reach the best parameter set would increase
computation time by 50 % for a relatively small gain in resolution. Any
effect that the quality of fit has on the resolution is reflected in the
simulated resolutions presented in Section 4.2 below.

4. Simulated performance
4.1. Track generation and fitting

To establish expectations for detector resolution in the commis-
sioning experiment, the elastic scattering of a radioactive “°Ar beam
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Table 1
Monte Carlo fit parameters I, T, and R and initial parameter space widths ¢ used in the
46 Ar(p, p) measurement.
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on protons from isobutane gas was simulated. The proton tracks were
simulated using the same particle tracking code that was used in the
Monte Carlo fitting procedure described above in Section 3.3. Using the
same code for simulation and fitting helps to ensure that the simulated
resolution is affected only by the modeled properties of the detector and
the fitting procedure, and not by inconsistencies between the simulation
and the fit.

The simulated tracks were represented using the parameterization
described above in Section 3.3. In this case, the values for x, and y,
were chosen from a normal distribution with mean O mm and standard
deviation 10 mm, and z, was varied uniformly between Om and 1m.
The azimuthal angle ¢, was varied uniformly between 0 and 2r, and
the polar angle 6§, followed a uniform distribution between 10° and 90°.
The vertex energy of the *°Ar projectile was then calculated using the
stopping power of the isobutane, and the energy E, of the proton was
found as a function of the *°Ar vertex energy and the scattering angle
0, using formulas from relativistic kinematics.

After tracking, the procedure described in Section 3.3 was used to
simulate electron diffusion, project the simulated proton tracks onto the
pad plane, and generate simulated GET electronics signals. Simulated
noise and baseline offsets were added to these signals to more closely
approximate real data. The simulated events were then reconstructed
and analyzed using the procedure described in Section 3. A sample event
and its fit are shown in Fig. 16.

4.2. Expected resolution

The procedure above was performed for 5.45 x 10° tracks and the
result of the Monte Carlo fit for each track was compared to its known
correct initial conditions to produce an estimate of the resolution
expected from the AT-TPC. Gaussian fits to the distributions in Fig. 17
showed that the expected resolution in the energy of the scattered
protons was 36.0 keV, and the scattering angle was found to a precision
of 0.316°. These resolutions were calculated as the full width at half
maximum (FWHM) of each distribution. The offset in 4z, is caused
by the rise time of the simulated electronics signals which was not
accounted for in this analysis. This does not affect experimental data
since the experimental z calibration is done with respect to the peaks of
the signals, thereby including this offset.

Using kinematics formulas, the *0Ar vertex energy was reconstructed
to a resolution of 84.1keV/u. The vertex energy can also be deduced
from the location of the vertex along the beam axis. This was done by
comparing the initial position z of the proton track to the location of the
beam entrance window at z = 1000 mm. This difference is the distance
traveled by the *6Ar nucleus before it interacted with the scattered
proton, which can be combined with energy loss data from SRIM to
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Fig. 16. A simulated proton track. The simulated data points are shown as blue dots,
and the result of the Monte Carlo fit is shown as a black curve. The top plot shows the xy
projection, which is like looking upstream from the anode end of the detector. The bottom
plot shows the yz projection, which is like looking at the detector from the side. In the
bottom plot, the proton starts on the right-hand side of the image and moves toward the
left. The beam entrance window is located at z = 1000 mm on this axis, while the sensor
plane is at z = 0 mm. This proton started with E, = 1.85MeV moving at a scattering angle
of 6, = 67.0°. The Monte Carlo fit reconstructed the initial energy to within 8.14keV and
the scattering angle to within 0.0055°.
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find the energy of the nucleus at the reaction site. The resolution of this
positional vertex energy was 41.4keV/u.

Fig. 18 shows the resolution achieved by the two vertex energy
reconstructions along with the difference between the two. The ability
to compare these two determinations is essential to separate elastic
scattering from inelastic scattering, which would show up as a separate
peak on the difference spectrum due to the different kinematics.

4.3. Simulated efficiency

The simulated events described above were also used to study the
efficiency of the trigger setup used in the commissioning experiment.
As described in Section 2.7, the AT-TPC was triggered using an ad
hoc global multiplicity trigger generated by combining the 10 CoBo-
level multiplicity trigger signals using a logical OR operation. This was
modeled in software by generating a simulated AGET trigger signal for
each channel that contained a square trigger pulse with width 235 ns and
amplitude 48 ADC bins [14] whenever the signal in that channel was
above threshold. These simulated trigger signals were summed and then
convolved with a 12 ps multiplicity window to form simulated CoBo-
level multiplicity signals. The simulated event was then considered to
trigger the electronics if any of these simulated CoBo-level multiplicity
signals rose above a threshold of 20 000.

Fig. 19 shows simulated efficiency curves calculated using this
trigger simulation and the Monte Carlo fit. The acceptance of the
trigger was somewhat limited, and most events at large center-of-mass
scattering angles were rejected. Large angles in the center-of-mass frame
correspond to very forward scattering angles in the laboratory frame, so
the rejected events were projected onto a small number of pads on the
sensor plane, producing relatively long signals in each one. Assuming
a drift velocity of 5.2cm/ps, the 12 pus multiplicity window used here
covers only approximately 60 % of the length of the active volume. This
implies that the events may have been rejected because they did not
activate enough channels within the multiplicity window in any one
CoBo to trigger it.

5. Commissioning with radioactive beam
The AT-TPC was commissioned with a reaccelerated 4.6 MeV/u

beam of radioactive “Ar from the ReA3 facility at the NSCL. The
detector was filled with isobutane at 19.2torr to measure the same

1e4 1e4 1e4
2.0
2.5 15
— 2.0 ’
c
315 1.0
© 0
0.5
0.5
0.0 0.0
-40 -20 0 20 40 40 -40 -20 0 20 40
Axo [mm] Ayo [mm] Azg [mm]
1e3 1e4 1e4
6 15 1.25
- 1.00
§ 4 1.0 075
2 05 0.50
0.25
0 0.0 0.00
-100 -50 0 50 100 -40 -20 0 20 40 -1.0 -05 0.0 0.5 1.0
AEq [keV] Ago [deg] A6y [deg]

Fig. 17. The expected resolution of the AT-TPC for the reaction described in Section 4.1. The deviations between the reconstructed and true values are shown for the 6 fit parameters.
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Fig. 18. Simulated resolution of “°Ar vertex energies reconstructed by the two methods
described in Section 4.2. The top plot shows the error in the vertex energy reconstructed
from kinematics, 4E,;,, defined as the energy value produced from the Monte Carlo fit
minus the value calculated from the parameters input to the simulation. The middle plot
shows a similar error calculated for the vertex energy as found from vertex position along
the beam axis. The bottom plot shows the difference between the two reconstructions.

46Ar(p, p) elastic scattering reaction as was simulated above. The detec-
tor parameters and electronics settings used in the experiment are given
in Table 2. The average beam particle rate was 1180 Hz, although the
instantaneous rate was much higher due to the beam structure discussed
below. Over the course of 183.5h of recording, 9.3TB of data was
produced, giving an average data rate of 14 MB/s or 1.2 TB/d.

One of the main challenges in using the AT-TPC for this type of
reaction is the large dynamic range needed to detect the tracks of both
the proton (Z = 1) and the “6Ar nucleus (Z = 18) due to the large
difference in energy loss between these two particles. Even though the
electronics gain of the trigger exclusion region corresponding to the
location of the “°Ar beam tracks (similar to that shown in Fig. 12)
was reduced to its minimum value, the electron amplification gain of
the Micromegas needed to detect the proton track was too high in this
region and caused a large saturation of the first stage of the electronics
as well as noise on other channels due to cross-talk within adjacent
channels of the electronics. Because of the gain reduction in the trigger
exclusion region, the part of the proton track closest to the reaction
vertex is missing and has to be extrapolated during the fitting procedure.
In addition, the saturation of the electronics channels connected to
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Table 2

Detector parameters used in the commissioning experiment.
Parameter Value Units
Electric field 9.5 kV/m
Magnetic field 1.68 T
Tilt angle 6.2 deg
Mesh potential 450 \%
Last ring potential 500 A
Ion chamber potential 100 A
Gas pressure 19.2 torr
Clock frequency 12.5 MHz
Shaping time 280 ns
Channel threshold 100 ADC bins
Multiplicity threshold 20000 -
Multiplicity window 12 us
GET electronics gain 120 fC

the pads receiving the electrons from “°Ar beam tracks distorted the
signals enough to render the data all but useless; therefore, the track
information from the beam was lost.

Another factor that contributed to the degradation of the data is
the pulsed nature of the *°Ar beam due to its production mode in the
Electron Beam Ion Source (EBIS). The extraction from such a source has
a typical duty factor of less than 10 %, meaning that the beam particles
arrive at the detector bunched together in a short time. Combined
with the very high electron gain mentioned above, this caused large
variations in the mesh current, leading to large fluctuations of the
electron gain of the Micromegas. In addition, because all pads on the
sensor plane are capacitively coupled through the Micromegas mesh,
these fluctuations caused baseline shifts on individual channels that
sometimes prevented these channels from triggering their discriminator
and being recorded. This explains the gaps observed on many of the
proton tracks recorded during this commissioning experiment. The low
duty factor of the incoming beam also induced a large probability of
pile-up (about 50 %) where more than one “°Ar was present in the
active volume of the detector within the time window of the data
acquisition system (40 ps in this case). The pile-up events can be rejected
easily using the ion chamber (see Section 2.6) located upstream of the
detector.

After reconstruction and noise removal as described in Sections 3.1
and 3.2, the tracks were fitted using the same method as described
above in Section 3.3. A cut was applied to the resulting »? distributions
to remove poorly fit tracks and separate proton tracks from tracks
produced by scattering on a carbon nucleus from the isobutane molecule
(see Fig. 20). This was possible due to the fact that the carbon nuclei,
with their larger charge, deposit much more energy per unit track length
into the gas than the protons. Additionally, the magnetic rigidity of a '2C
nucleus is twice that of a proton. These two effects cause the y? value
of the fit to a carbon track to be larger than for a proton track since the
fitting algorithm assumes the track was produced by a proton.

Fig. 21 shows an example of an event that was fit well by the
algorithm described above. The fitter was able to converge in spite of
the small gaps in the track and the fact that the section of the track
nearest to the beam was missing. These are both common features in
the dataset, so it is important that the fitter can handle them.

Although some tracks like the one in Fig. 21 were fit well, the
commissioning dataset has a number of properties that make it difficult
to analyze and obtain the desired resolutions as calculated from the
simulations. In particular, the absence of reliable data for the tracks
of the incoming beam particles increases the error on the determination
of the scattering angle of the scattered proton to a few degrees. This
error then translates into an error in the kinematic vertex energy of
about 0.5MeV/u to 1.0 MeV/u, an order of magnitude larger than the
expected resolution. As a result, the comparison between the reaction
energies as determined from the location of the vertex and the kinematic
properties of the scattered proton is poor.

To confirm that this uncertainty was the cause of the discrepancy
between the two energy reconstructions in the experimental data, the
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Fig. 19. Simulated efficiencies as a function of “*Ar vertex energy at several scattering angles. The trigger and the Monte Carlo analysis both contribute to a loss of efficiency at large
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Fig. 20. Commissioning data distribution of y2 , as defined in (14). The events in the
left-hand peak were produced by scattered protons, whereas the tracks in the right-hand

peak were produced primarily by scattering on carbon.

simulation of the experiment was modified to include protons produced
by #6Ar nuclei moving at an angle of up to 2° from the beam axis.

This greatly decreased the accuracy of the kinematic vertex energy

0 1 2 3 4
46Ar vertex energy [MeV/ul

Analysis |

reconstruction, thereby increasing the difference between the two re-
constructions to match the experimental data (see Fig. 22). It did not,
however, significantly affect the accuracy of the positional vertex energy

reconstruction.

For this particular dataset, the best reaction energy resolution is
therefore achieved from the determination of the vertex location relative
to the entrance window of the detector. Such a distribution is shown
in Fig. 23, where the sharp edge close to z = 1000 corresponds to the
location of the entrance window. A fit to this edge using a modified
Gaussian cumulative distribution function gives an estimated resolution

0 1 2 3 4
46Ar vertex energy [MeV/ul

Total

of 46.4keV/u for the reaction energy.

60

6. Conclusion

rigidity.
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The AT-TPC, a time projection chamber with an active target, has
been designed, built, and commissioned at the NSCL. The active-target
design gives the detector a high efficiency essential in experiments
with low incident beam energies and low counting rates. The AT-
TPC is mounted inside a 2T solenoidal magnetic field that curves the
trajectories of charged particles to increase their track length in the
detector and provide more information about their energy via magnetic
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Fig. 21. A sample event from the commissioning run with “°Ar. This event was found to
have a proton energy of 2.081 MeV and a scattering angle of 63.5°, both in the laboratory
frame. The energy of the “°Ar nucleus at the vertex was reconstructed as 2.73 MeV/u.
The kinematic and positional reconstructions agreed to within 9 keV/u for this particular
event.

The AT-TPC is instrumented with the GET electronics, a flexible,
distributed, digital data acquisition system designed to address the needs
of TPCs. This system can accept the high data flow from the detector
while providing the flexibility to use different configurations and trigger
setups in different experiments. In particular, the ability to self-trigger
the detector based on hit multiplicity combined with exclusion regions
is essential to avoid recording unnecessary events and to lower the dead
time of the acquisition system.

Although the tracks recorded in the AT-TPC cannot be described by
an analytic function, they are easily fit using a simulation-based Monte
Carlo optimization algorithm. While somewhat costly in computational
resources, this method is able to reconstruct simulated proton tracks
to resolutions of 36.0 keV FWHM for the energy and 0.32° FWHM for
the scattering angle. The simulations also demonstrate the capability to
determine the reaction energy from both the vertex location and the
kinematics of the scattered particle consistently to within 100 keV/u.
This ability is essential to separate elastic and inelastic components of
the reactions studied in this device.

The AT-TPC was commissioned using a beam of radioactive “°Ar
at 4.6MeV/u to perform resonant proton scattering. Several issues
hindered the quality of the data, which resulted in poorer resolution
than expected for the reaction energy determined from the kinematic
properties of the scattered protons. However, the resolution obtained
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Fig. 22. Difference between the *Ar vertex energy as reconstructed from kinematics and
vertex position in (a) the experiment and (b) a simulation including the emittance of the
beam. The uncertainty introduced by the varying orientation of the beam track decreases
the accuracy of the energy reconstruction from kinematics, increasing the difference
between the two reconstructions as compared to the result from Fig. 18, where this effect
was not included.
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Fig. 23. Vertex position distribution from the commissioning data. Each vertex location
is deduced from an extrapolation of the proton track to the beam axis after fitting by the
Monte Carlo algorithm. The sharp edge close to z = 1000 mm corresponds to the location
of the entrance window. The z position resolution calculated from fitting this edge is
14.1 mm FWHM, which corresponds to the energy resolution of 46.4 keV/u quoted in the
text.

from the determination of the vertex position remains acceptable for
the experimental goals at 46.4keV/u.

The electronics saturation issues encountered during the commis-
sioning run are being addressed by individually polarizing the pads. This
method was previously applied to the Prototype AT-TPC in an experi-
ment using reactions between a '°Be beam and “He target [5]. Using
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this method, the electron gain of the Micromegas can be reduced by
several orders of magnitude for only the pads corresponding to the beam
tracks. This prevents not only the saturation of the electronics, but also
the large mesh current fluctuations observed during the commissioning
experiment that compromised the quality of the data. A prototype of
the interface board placed between the pad plane and the GET front-
end electronics enabling the individual polarization of pads is currently
being tested.

The limited trigger acceptance seen in the commissioning experi-
ment will be avoided in the future by using the trigger simulations
that are now available to simulate different sets of trigger parameters
before the experiment. Additionally, the true global multiplicity trigger
provided by the MuTAnT board should prevent events from being
rejected if they activate only a few pads in each CoBo.

Finally, the statistics of future proton scattering experiments will be
greatly improved by filling the active volume with pure hydrogen gas
instead of isobutane. This eliminates the unwanted carbon scattering
events and increases the density of proton scattering centers by a factor
of 5 compared to the same amount of isobutane gas. This will be made
possible by installing a multi-layer thick GEM device [22] in front of the
Micromegas to provide additional electron amplification.
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